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The Stanford Center on Poverty and Inequality is pleased to present its fifth annual report examining the state of the union. In this year’s report, we provide a comprehensive assessment of gender inequality in eleven domains ranging from education to health, employment, earnings, poverty, sexual harassment, networks, and more. The report concludes with a discussion of the most promising science-based policies for reducing gender inequality at home and in the labor market.

There are of course all manner of excellent studies that address each of these eleven domains separately. We aim, by contrast, to provide an integrated analysis that assembles evidence across domains and thus allows for a comprehensive assessment of where the country stands. Without this integrated analysis, it’s all too easy to default to a hodgepodge of piecemeal policies, each oriented to a single narrow-gauge problem in a single domain. By assembling a comprehensive report, we can identify generic problems that cut across many types of inequality, thus making it possible—at least in principle—to fashion a more coordinated policy response.

It might at first blush seem unlikely that any cross-cutting conclusions could be reached on the basis of this report. The chapters instead reveal a rather complicated story in which the speed, pattern, and even direction of change in the key “gender gaps” are all varying. The following types of gaps (and trends therein) show up in the various chapters of this report:

- gaps that have long favored men, continue to favor men now, and show no signs of declining much in size (e.g., consistently lower poverty rates for men),
- gaps that have long favored men, continue to favor men now, but are slowly declining in size (e.g., the growing share of women in the top 1 percent of the earnings distribution),
- gaps that have long favored men, began to decline in size many decades ago, with the rate of decline then gradually slowing or completely “stalling out” (e.g., the slowing rate of decline in the gender gap in labor earnings),
- gaps that have long favored men but have now come to favor women (e.g., the recent crossover in college graduation rates),
- gaps that have long favored women, continue to favor women now, and show no signs of declining in size (e.g., the consistent female advantage in fourth-grade reading tests).

This is a complicated constellation of results. If nothing else, it should dissuade us from treating gender inequality as a unidimensional problem in which all gaps favor men or all gaps are eroding.

What accounts for such complications? It’s partly that gender gaps are affected by social, cultural, and economic processes that don’t always operate uniformly on women and men. The rise of industrial robots, for example, is a seemingly gender-neutral technological force that may nonetheless reduce the
The world is rife with seemingly gender-neutral forces that nonetheless can have a gender-biased effect. It’s unlikely, then, that the key gender gaps will move in lockstep when a different constellation of forces is affecting each of them.

Although these “gender-neutral” forces thus have a complicating effect on trends, it’s still possible to find traces among our results of a more directly gendered logic. The most obvious example of such a logic rests on the distinction between two forms of gender inequality, a “vertical form” pertaining to the gender gap in the amount of resources, and a “horizontal form” pertaining to the gender gap in the types of resources. We can distinguish, for example, between (a) the vertical gap in the amount of human capital investment (e.g., high school vs. college education) and the horizontal gap in the types of human capital investment (e.g., STEM vs. non-STEM college major), (b) the vertical gap in the amount of earnings and the horizontal gap in the types of occupations standing behind those earnings, or (c) the vertical gap in the total number of network ties and the horizontal gap in the types of ties men and women have (e.g., kin, friends, coworkers).

This distinction matters because horizontal inequalities have been especially resistant to change. In each of the above cases, the vertical gap has grown smaller, been eliminated, or even reversed in direction, whereas the horizontal gap has not changed as much. The college graduation rate, for example, is now 5 percentage points higher for women than for men, yet women are still clustering in very different types of majors than men (pp. 9–12). Similarly, women now make up nearly half of the formal labor force, yet they’re still working in very different types of occupations than men (pp. 30–33). And, likewise, women now have larger social networks than men, but they continue to have very different types of networks (pp. 42–44).

Why are horizontal forms of inequality especially resistant to change? It’s partly because they’re rooted in the essentialist belief that men and women have fundamentally different aptitudes and are accordingly suited for fundamentally different types of roles (e.g., occupations, majors, relationships). These widely diffused beliefs work at once to (a) encourage women and men to make choices that are consistent with such stereotypical views (i.e., the “socialization mechanism”), and (b) encourage managers and those in authority to allocate occupations and other roles in accord with such stereotypical views (i.e., the “discrimination mechanism”).

The essentialist form is pernicious no matter which of these two mechanisms, socialization or discrimination, is in play. When gender inequality is rooted in gender-specific tastes or choices, we treat those choices as freely made, not as a product of socialization or an adaptation to a world in which gender-atypical decisions (e.g., a woman deciding to become a plumber) are discouraged or met with hostility. When inequality is instead rooted in discrimination, we tend not to properly code it as discrimination, instead attributing the outcome to the operation of gender-specific tastes or choices. The upshot is that horizontal forms of inequality persist because we see them as a legitimate expression of freely made choices rather than the result of discrimination or “choices under constraint.”

Should we conclude that essentialist beliefs are so entrenched that the gender revolution will falter because of them? Hardly. This conclusion ignores the growing popularity of a counter-narrative that represents tastes and aspirations as socially constructed rather than immutable. For many parents, it’s become a matter of honor to cultivate the analytic abilities of their daughters, a commitment that leads them to encourage their daughters to take math classes, to attend coding camps, and ultimately to become engineers or scientists. It’s likewise become a matter of honor in many circles to call out gender discrimination when it happens, to divide domestic chores (somewhat) more evenly, and to otherwise challenge conventional gender roles. This new breed of parents and workers is thus increasingly under the sway of a “sociological narrative” that allows them to better see and redress essentialist sensibilities. Because so much of contemporary segregation has an essentialist backing, this developing revolution has the capacity, once it is fully unleashed, to bring about especially dramatic change in gender inequality.

It follows that meaningful change is possible even in a world in which “gender policy” has been sidelined, focuses on narrow objectives, or does not directly take on essentialism (pp. 45–48). This is obviously not to gainsay the power and importance of such policy. It can do much to increase choice, equalize opportunity, reduce discrimination, and bring work and family demands into a better balance. But it’s also important to bear in mind that, even during periods of policy stasis, the revolution from below continues on and may ultimately bring about very fundamental change.
There has been a sea change in how Americans talk about gender and their personal identities. In 2015, Caitlyn Jenner introduced herself on the cover of *Vanity Fair*, bringing debates about transgender rights and identities to new audiences. A year later, the conversation about gender in the United States widened further as Merriam Webster's dictionary added the words *genderqueer* and *nonbinary* to its lexicon, and *Teen Vogue* featured an article titled, “Here’s What It Means When You Don’t Identify as a Girl or a Boy.” The Associated Press Stylebook, a long-standing guide for the nation’s journalists, began offering this gender “style tip” on its homepage in November 2017: “Not all people fall under one or two categories for sex or gender, so avoid references to both, either or opposite sexes or genders to encompass all people.” In a few short years, the ideas that people can identify with a gender that differs from their sex at birth, and may not identify with traditional binary categories of “male/man” or “female/woman,” have gained increasing prominence and surprisingly broad acceptance in American life.

**KEY FINDINGS**

- When respondents of a national survey were asked about their femininity and masculinity, 7 percent considered themselves equally feminine and masculine, and another 4 percent responded in ways that did not “match” their sex at birth (i.e., females who saw themselves as more masculine than feminine, or males who saw themselves as more feminine than masculine).
- Recognizing this diversity reveals insights into disparities that conventional gender measures miss. For example, people with highly polarized gender identification—people who report being very feminine and not at all masculine or, conversely, very masculine and not at all feminine—are more likely to be married.
- The idea that people may not identify with traditional binary gender categories has gained acceptance in the United States, but the lack of recognition of transgender and nonbinary citizens in administrative records, identity documents, and national surveys restricts people’s ability to self-identify and limits our understanding of patterns and trends in well-being.

---

**FIGURE 1. Definition of Genderqueer**

*gen·der·queer* (adjective) \ ˈjen-dər-ˌkwir \\
: of, relating to, or being a person whose gender identity cannot be categorized as solely male or female

*Genderqueer* is a relatively new term that is used by a few different groups. Some people identify as genderqueer because their gender identity is androgynous.

—Laura Erickson-Schroth

*genderqueer* (noun)

Some *genderqueers* see themselves as a combination of feminine and masculine. Others (like me) see themselves as neither masculine nor feminine. Some *genderqueers* consider themselves trans and others (including me) do not.

—Shannon E. Wyss

First Known Use: 1995

This nominal recognition in public discourse has not yet translated into guaranteeing the civil rights of, or working to equalize opportunities and outcomes for, transgender and nonbinary people. Since 2013, at least 24 states have considered bills restricting restrooms or other traditionally sex-segregated facilities, such as locker rooms, on the basis of a person’s sex assigned at birth rather than their current gender identity. In 2017, the current administration also reversed federal guidance on supporting transgender students in public schools and threatened to reinstate a ban on transgender people serving openly in the military.

It is well known that there are important male-female differences in earnings and labor market and health outcomes. It is less well known that there are also substantial disparities between transgender and cisgender people (i.e., those whose gender identity does not differ from their sex assigned at birth).

These civil rights and inequality concerns are likely to remain on the public agenda in the years ahead. But there is a measurement problem that, if left unsolved, will hinder all such efforts: In order to see and monitor discrimination and disparities faced by transgender and nonbinary people, the national surveys and administrative records that academics, policymakers, and government officials use to understand patterns and trends in well-being will have to start measuring sex and gender differently.

Making Gender Count
The United States is behind other countries in offering federal recognition to its transgender and nonbinary citizens. In 2011, Nepal became the first country to include a third gender on its national census; India soon followed. A nonbinary option is available on passports in Canada and New Zealand, and all “personal documents” in Australia. Parents also have the option of not specifying their child’s sex in German birth registries. In 2009, U.S. federal hate crime law was expanded to protect transgender people, and more than 17 states currently prohibit discrimination based on gender identity in both housing and employment. But “male” and “female” remain the only categories allowed on federal identity documents.

U.S. national surveys have been similarly slow to change. Not only have all respondents been shoe-horned into binary categories, but also surveys generally fail to distinguish between “sex” and “gender,” despite decades of scholarship seeking to separate biological and social explanations for observed inequalities between women and men. For example, in the General Social Survey, interviewers have been instructed to “Select the gender of chosen respondent” from the categories, but also surveys generally fail to distinguish between “sex” and “gender,” despite decades of scholarship seeking to separate biological and social explanations for observed inequalities between women and men. For example, in the General Social Survey, interviewers have been instructed to “Select the gender of chosen respondent” from the categories, but also surveys generally fail to distinguish between “sex” and “gender,” despite decades of scholarship seeking to separate biological and social explanations for observed inequalities between women and men.

Two-Step Question Approach
What sex were you assigned at birth? (For example, on your birth certificate.)
- Female
- Male
- Intersex

What is your current gender?
- Woman
- Man
- Transgender
- A gender not listed here (please specify)

Attempts to remedy these oversights in our national data systems have focused on measuring sex and gender separately, allowing for self-identification, and offering categories beyond conventional sex and gender binaries. Studies to date support a two-step approach that first asks people to identify their sex assigned at birth and then to report their current gender (see Figure 2). Additional answer options can include “intersex” for the sex at birth question and “transgender,” “genderqueer,” or “a gender not listed here” for the gender question.

Measures such as these are beginning to be added to federal surveys, including the National Adult Tobacco Survey, the National Crime Victimization Survey, and the Survey of Prison Inmates. In 2015, a federal working group was convened to share knowledge about the measurement of both sexual orientation and gender identity, and it has issued three working papers to date. However, efforts aimed at broader official recognition, such as inclusion of a “transgender” answer option on the decennial census or annual American Community Sur-

FIGURE 2. Gender Questions in Surveys

<table>
<thead>
<tr>
<th>General Social Survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex: Categorical (Single)</td>
</tr>
<tr>
<td>SELECT GENDER OF CHOSEN RESPONDENT</td>
</tr>
<tr>
<td>Categories:</td>
</tr>
<tr>
<td>(Male) MALE</td>
</tr>
<tr>
<td>(Female) FEMALE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Two-Step Question Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>What sex were you assigned at birth? (For example, on your birth certificate.)</td>
</tr>
<tr>
<td>- Female</td>
</tr>
<tr>
<td>- Male</td>
</tr>
<tr>
<td>- Intersex</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>What is your current gender?</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Woman</td>
</tr>
<tr>
<td>- Man</td>
</tr>
<tr>
<td>- Transgender</td>
</tr>
<tr>
<td>- A gender not listed here (please specify)</td>
</tr>
</tbody>
</table>

Source: General Social Survey, 2016, Ballot 1, p. 28. Author’s survey, November 2014.
vey, are proceeding more cautiously—and some have been canceled entirely—under the current administration.7

Beyond Categorical Gender Difference
Gender diversity also exists within the categories of woman and man and within the categories of cisgender and transgender. Much like how differences in political affiliation between Democrats and Republicans are crosscut by ideological positions that range from liberal to conservative, people who identify with the same gender category exhibit variation in their femininity and masculinity—as self-identified and as perceived by others.

My collaborators and I found that fewer than one-third of respondents in a national survey rated themselves at the maximum of their sex-typical gender identification scale (see Figure 3), a result that calls into question the all-or-nothing relationship implied by binary categories. Indeed, 7 percent of our sample reported identical feminine and masculine responses, while nearly 4 percent reported a lower score on their sex-typical gender scale than on the atypical scale. The latter category includes (a) people assigned female at birth who saw themselves as more masculine than feminine, and (b) people assigned male at birth who saw themselves as more feminine than masculine.8

Although it is sometimes claimed that efforts to move beyond conventional measures are, in the end, “much ado about nothing,” our results indicate, quite to the contrary, that there is substantial variability in the types and forms of gender identification. Gender diversity ranging from equal masculinity and femininity to the most polarized ends of the scales was evident across all demographic characteristics, including people likely to be grouped under an umbrella transgender category. Older people, people who identified as heterosexual or “straight,” people who lived in the South, people who identified as Republican, and people who identified as black were all significantly more likely to see their gender in binary terms. However, people with highly polarized gender identification—who reported being very feminine and not at all masculine or, conversely, very masculine and not at all feminine—did not comprise a majority in any of the subpopulations in our sample.

Allowing for diversity within gender categories also reveals insights into processes of inequality that conventional gender measures miss. For example, married people tend to be better off financially and we find that, all else being equal, people with highly polarized gender identification are more likely to be married. This could occur either because traditional, binary gender identification makes one a more attractive mar-

![Figure 3. Gender Diversity Hidden by Binary Categories](https://example.com/figure3.png)

Source: Magliozzi et al., 2016.

riage partner, or because marriage increases conformity to traditional gender norms (or both). Other research has found that men who report more stereotypically feminine attributes and behaviors are at a decreased risk of dying from heart disease.9 But again, the cause of the association is unclear: Are men who identify as more feminine more likely to take care of their health? Do men who take care of their health come to see themselves—or come to be seen by others—as less masculine and more feminine? Or perhaps there is a third factor that tends to affect both gender identification and heart disease risk?

These and other questions that are crucial to understanding contemporary gender inequality, as well as its causes and consequences, can only be answered when our national surveys and administrative records catch up to the current realities of gender in the United States.

Aliya Saperstein is Associate Professor of Sociology at Stanford University.
NOTES


4. As of June 2017, a nonbinary “X” marker is offered on driver’s licenses and ID cards issued by the District of Columbia and the state of Oregon. Similar options will be available in California starting in 2019.

5. See Westbrook, Laurel, and Aliya Saperstein. 2015. “New Categories Are Not Enough: Rethinking the Measurement of Sex and Gender in Social Surveys.” Gender & Society 29(4), 534–560. However, the conflation of sex and gender is not limited to social surveys—the definition of genderqueer added to Merriam Webster, for example, exhibits the same problem (see Figure 1).


8. See Magliozi et al., 2016.

How do male and female students fare in the U.S. educational system? One common narrative holds that boys perform better in math and science, while girls outperform boys in reading and language arts. A second narrative focuses on college success, noting that, at least in recent years, female students attend and graduate college at higher rates but remain underrepresented in science, technology, engineering, and mathematics (STEM) and earn fewer degrees in these fields. To what extent are these narratives true, how have they changed over time, and what do they mean for gender equality in education?

**Gender Gaps in Academic Performance**

The National Assessment of Educational Progress (NAEP) provides comparable information on the average math and reading skills of U.S. fourth- and eighth-grade students over the past two decades. Figure 1 shows the male-female test score gaps from 1990 through 2015 on the fourth and eighth grade NAEP Main Assessments and on the age 17 NAEP Long-Term Trend (LTT) Assess-
ments. Positive gaps indicate that male students are doing better than female students; negative gaps indicate the opposite.

These data show that the first narrative is, in part, true: In reading, female students clearly and consistently outperform male students from fourth grade through high school. In 2015, the male-female test score gap in fourth grade reading was 0.18 standard deviation units, or about half of a grade level; and in eighth grade, it was even larger, at four-fifths of a grade level. At age 17, the reading gap persists; it was just over half a grade level in 2012 (the most recent year of LTT). Moreover, this female advantage in reading has remained relatively consistent since the 1990s.

On the other hand, male students do not consistently outperform female students in mathematics, despite commonly held beliefs to the contrary. On average, males have a negligible lead in math in fourth grade; and in eighth grade, male and female students perform nearly equally on the NAEP math assessments. However, this pattern shifts in high school. By age 17, there is a meaningful male advantage in math—approximately one-third of a grade level, in 2012. As with reading, these small male-favoring gaps have stayed largely the same since the 1990s.

Interestingly, in both math and reading, the trends across grades suggest that female students gain ground, relative to males, through eighth grade—widening the reading gap and completely closing the math gap. However, this pattern is reversed after eighth grade—the math gap starts to favor male students and the reading gap no longer grows, as it does from fourth to eighth grade, in favor of female students.

Gender Gaps in College Enrollment and Graduation

There have been significant changes in the gender composition of students attending and graduating from college. Figure 2 shows the trend in college graduation rates of U.S.-born male and female adults. For cohorts born prior to the mid-1950s, men graduated at rates up to 9 percentage points higher than women. However, the graduation rates among males born between 1950 and 1960 dropped off steeply following the Vietnam War, to the point where the rates were nearly equal among male and female adults born in 1960. As a result of changing expectations for women regarding work and marriage, combined with the relatively higher rates of behavioral problems among male students (e.g., suspensions or arrests), female students surpassed male students in college attendance and graduation, leading to a 5-percentage-point gap favoring females among adults today.

![Figure 2. Trends in College Graduation Rates at Age 30](source: Goldin and Katz, 2008, Figure 7.1, with supplemental data for 1976–1985 birth cohorts provided by Katz (personal communication, 2017).)
Although women are graduating from college at higher rates, the other half of this narrative is also true: Women remain underrepresented in STEM majors and earn fewer STEM degrees. For example, in 2016 only 35 percent of STEM bachelor’s degrees were awarded to women. Within STEM fields, there are subfields where women comprise an even lower percentage of the students (e.g., computer science at 22%).

What Causes These Patterns?
Multidisciplinary research has investigated how different biological, psychological, and social factors work together to constrain male and female students’ educational opportunities. This research highlights two critical contributors: societal beliefs about gender roles and behavioral differences between male and female students. There are pervasive stereotypes in the United States that “boys are better at math/science” and “girls are better at reading/language.” The translation of these beliefs into differential expectations for male and female children by parents or teachers has meaningful consequences for students’ performance in school and placement into advanced or remedial courses, in particular for female students in mathematics. These beliefs also shape students’ interests or educational identities, which can dissuade them from continuing in fields that do not “match” with their gender. Simultaneously, there is evidence that male students have higher rates of school disciplinary action, recorded behavioral problems, and placement into special education throughout their school careers, which provides female students an overall advantage in school.

The gender disparities in K–12 achievement and post-secondary education reflect the tension between these two factors. The overall female advantage from fourth through eighth grades and in college graduation appears to result, in part, from their behavioral advantage. The widening of the math gaps between eighth grade and age 17, along with the underrepresentation of women in STEM fields in college, indicate that stereotypes and differential expectations for boys and girls in math have a meaningful impact in high school that continues into college. These disparities have large potential consequences for men and women in the labor market: If men remain less likely to have a college degree, they will earn lower wages in less-skilled jobs; if women remain less likely to have STEM degrees, they will continue to have more limited access to some high-skill, lucrative fields.

Reducing gender inequality in education has direct benefits for both males and females, but it is unclear that school-based measures, such as providing support for female students in STEM or developing interventions to reduce behavioral problems for male students, will be sufficient. The evidence suggests that to truly achieve gender equality in education, our society’s long-standing beliefs about gender roles and identities must change.

Erin M. Fahle is a doctoral student in education policy at the Stanford Graduate School of Education. Sean F. Reardon is Professor of Poverty and Inequality in Education (and Sociology, by courtesy) at Stanford University. He leads the education research group at the Stanford Center on Poverty and Inequality.
1. There are two different NAEP assessments: Main and Long-Term Trend NAEP. We use Main NAEP assessments for fourth and eighth grade because they provide larger sample sizes and more frequent assessments in elementary and middle school than the Long-Term Trend NAEP; we use Long-Term Trend NAEP at age 17 because the 12th-grade Main NAEP assessments have been administered less frequently in the last two decades. All NAEP assessment data can be accessed at https://nces.ed.gov/nationsreportcard/naepdata/.

2. We calculate the male-female gap as: \((\bar{µ}_{\text{male}} - \bar{µ}_{\text{female}}) / \text{sd}_{\text{all}}\); the standard errors of the gaps are computed as \(\sqrt{\text{se}(\bar{µ}_{\text{male}})^2 + \text{se}(\bar{µ}_{\text{female}})^2} / \text{sd}_{\text{all}}\). The error bars shown indicate 95 percent confidence intervals.


15. Note that these behavioral differences may also result from stereotypes that “girls are well-behaved and quiet” and “boys are active and loud,” and children’s socialization into those roles.
Here’s a grim fact: U.S. life expectancy has plateaued. It might have reasonably been assumed that, at least for the foreseeable future, life expectancy would continuously increase as the economy grew, medical innovations accumulated, healthy behaviors diffused, and health care improved. Up until 2010, each new decade indeed brought substantially longer life spans, just as this logic implies. Parents could expect their newborns to live 78.7 years in 2010, exceeding the life expectancy for 1970 births by almost eight years. Life spans were averaging 10 weeks longer each year.

Then something dramatically changed. The prior trend predicted that life expectancy should have increased by more than a year since 2010. Instead, in an especially sharp break, there’s been no observable increase at all.

In this article, we discuss the causes of this change and its implications for health and well-being in the United States, with a special focus on the changing gap in life expectancy for men and women. Although most of the many “gender gaps” examined in this issue favor men, the gap in life expectancy favors women, thus making it an idiosyncratic case of some interest.

We will examine trends in life expectancy at birth, defined as the average life span expected for newborns given prevailing death rates. Why focus on life expectancy? Of course, average life span doesn’t correlate perfectly with health. For example, each deadly car accident reduces the average life span, but accidents happen to healthy and unhealthy individuals alike. Suicide rates, on the other hand, are more closely linked with underlying mental health problems or societal conditions that reduce well-being. In short, life expectancy is certainly not the only measure of population health, but it is one of the important summary measures.

KEY FINDINGS

- The male-female life expectancy gap, which favors females, fell from 7.6 years in 1970 to 4.8 years in 2010, a reduction of more than one-third.
- Most of this convergence was caused by a substantial decline from 1990 to 2000 in HIV-AIDS mortality and in the homicide rate. Because HIV-AIDS and homicide affect men more than women, a decline in these underlying rates had the effect of reducing the male-female life expectancy gap.
- Life expectancy has stagnated for the last several years for men and women, primarily due to increases in drug poisoning deaths and in the suicide rate.

Trends in U.S. Life Expectancy

U.S. life expectancy trends for males and females have been qualitatively similar. However, as shown in Figure 1, the rate of increase was much less rapid for females. From 1970 to 2010, life expectancy for an infant girl increased 6.3 years, from 74.7 to 81.0. The correspondent increase for an infant boy (9.1 years) was nearly three years greater, rising from 67.1 to 76.2. Because of these differences, the male-female life expectancy gap fell by more than one-third, from 7.6 to 4.8 years.

Most of this convergence occurred in the 1990s, when life expectancy increased by 2.3 years for males versus just 0.5 year for females. This more rapid improvement among males was to a significant extent caused by a substantial decline in HIV-AIDS mortality and in the homicide rate, both of which disproportionately affect younger adult men.
Causes of the Recent Stall in U.S. Life Expectancy

Both male and female life expectancies have been essentially flat since 2010. What are the predominant causes of this stagnation? Table 1 lists age-adjusted death rates in 2010 and 2016 for the top 10 causes of death. Despite reductions in mortality from cancer and heart disease, there have been substantial increases from unintentional injuries, Alzheimer’s disease, and suicide. Of these, injury deaths and suicides have greater effects on life expectancy, since they are more prevalent at younger ages. This helps explain why, even though overall death rates fell, life expectancy was unchanged from 2010 to 2016.

Within the category of unintentional injury, the two most common causes of death are motor vehicle incidents and poisonings, which include drug overdoses. The death rate from poisoning increased by 37.7 percent from 2010 to 2015 (from 10.6 to 14.6 per 100,000). This increase continues a trend that started in the 1990s. The poisoning death rate doubled from 1990 to 2000 (2.3 to 4.5) and more than doubled again from 2000 to 2010 (4.5 to 10.6). However, these earlier increases were mostly offset by contemporaneous reductions in the motor vehicle death rate, which fell from 18.5 in 1990 to 11.3 in 2010. In contrast, since 2010 the motor vehicle death rate has been relatively unchanged, while poisoning deaths have continued to rise.

The next two causes of death that have increased most in recent years are Alzheimer’s disease and suicide. The Alzheimer’s death rate increased 20.7 percent. The 11.6 percent increase in the suicide rate continues a trend that started around 2000, when the national suicide rate stood at 10.4 per 100,000. Suicides have steadily risen since, reaching 13.5 per 100,000 in 2016.

This analysis suggests that life expectancy has stalled in large part due to the increasing prevalence of death from unintentional injury (including drug poisoning) and suicide. While both began to increase before 2010, the decrease in motor vehicle deaths had previously offset their effect on overall life expectancy. With motor vehicle deaths now having reached at least a temporary low point, the effects of drug deaths and suicides are directly observable in the recent life expectancy plateau. Deaths from Alzheimer’s disease have also increased markedly since 2010, but since the disease affects older individuals, it has less impact on average life expectancy.

Implications for Health Disparities

As shown in Figure 1, the life expectancy gap declined in size by one-third from 1970 to 2010. How has the gap fared since? Since 2010, there has been a slight 0.2 year increase in this gap. This is because life expectancy for males turned very slightly downward, whereas it continued to grow for women, albeit at a slower rate than had before been the case.

It is useful to examine the changing causes of death standing behind this aggregate trend. The final two columns of Table 1 show the ratio of male-to-female mortality rates for each cause of death in 2010 and 2015. With the exception of Alzheimer’s disease, death rates for men are higher than (or equal to) the corresponding rates for women for all of the conditions listed. Notably, men are more than twice as likely as women to die from unintentional injuries. This ratio has recently increased, which contributes to the 0.2 year increase since 2010 in the female-male life expectancy gap.

Although the overall gap increased slightly, Table 1 reveals that some of the forces in play are serving to reduce the gap. Suicide is a case in point. Men are much more likely to commit suicide than women, but the recent increase in suicide has had a larger effect on women, leading to some convergence in the life expectancy gap. As Table 2 shows, the overall suicide rate for women increased 50 percent (from 4.0 to 6.0 per 100,000) from 2000 to 2015 versus 19 percent for men (17.7 to 21.1). Men aged 75 and up were the only age-sex group whose suicide rate fell, and in every age group, women’s suicide rates increased relative to men’s. The most striking differences occurred under age 25, where increases of around 10 percent for men were dwarfed by increases of around 80 percent for women. These death rate increases at young ages have important effects on the trends in life expectancy by sex.
Conclusions

In short, average health in the United States as measured by life expectancy has not improved during the last several years for men or women. The increases in drug poisoning deaths and in the suicide rate are a primary reason for this disturbing trend. While drug deaths have hit men and women about equally hard, the recent increase in the suicide rate has disproportionately affected women. American women still live longer than men, though women’s life expectancy advantage has narrowed to 5 years (down from 7.6 years in 1970).

While life expectancy provides an overall snapshot of health in the United States by sex, there are disparities in well-being and quality of life that it captures less well. For example, depression occurs much more frequently in women than in men, but its effects on well-being are represented in the life

TABLE 1. Age-Adjusted Rates for the Top 10 Causes of Death

<table>
<thead>
<tr>
<th>Cause of Death</th>
<th>2010</th>
<th>2016</th>
<th>Percent Change</th>
<th>2010 Male/Female Ratio</th>
<th>2015 Male/Female Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart Disease</td>
<td>179.1</td>
<td>168.5</td>
<td>-7.6%</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>Cancer</td>
<td>172.8</td>
<td>155.8</td>
<td>-9.8%</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Chronic Lower Respiratory Diseases</td>
<td>42.2</td>
<td>40.6</td>
<td>-3.8%</td>
<td>1.3</td>
<td>1.2</td>
</tr>
<tr>
<td>Unintentional Injuries</td>
<td>38.0</td>
<td>47.4</td>
<td>+24.7%</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Stroke</td>
<td>39.1</td>
<td>37.3</td>
<td>-4.6%</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Alzheimer’s Disease</td>
<td>25.1</td>
<td>30.3</td>
<td>+20.7%</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>Diabetes</td>
<td>20.8</td>
<td>21.0</td>
<td>+1.0%</td>
<td>1.4</td>
<td>1.5</td>
</tr>
<tr>
<td>Influenza and Pneumonia</td>
<td>15.1</td>
<td>13.5</td>
<td>-10.6%</td>
<td>1.4</td>
<td>1.3</td>
</tr>
<tr>
<td>Kidney Disease</td>
<td>15.3</td>
<td>13.1</td>
<td>-14.4%</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Suicide</td>
<td>12.1</td>
<td>13.5</td>
<td>+11.6%</td>
<td>4.0</td>
<td>3.5</td>
</tr>
<tr>
<td>All Other Causes</td>
<td>187.4</td>
<td>191.1</td>
<td>+1.8%</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Overall</td>
<td>747.0</td>
<td>733.1</td>
<td>-2.4%</td>
<td>1.4</td>
<td>1.4</td>
</tr>
</tbody>
</table>


TABLE 2. Suicide Rate by Sex and Age in 2000 and 2015

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Male Suicide Rate 2000</th>
<th>Male Suicide Rate 2015</th>
<th>Percent Change</th>
<th>Female Suicide Rate 2000</th>
<th>Female Suicide Rate 2015</th>
<th>Percent Change</th>
<th>Male/Female Ratio 2000</th>
<th>Male/Female Ratio 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>15–19</td>
<td>13.0</td>
<td>14.2</td>
<td>+9%</td>
<td>2.7</td>
<td>5.1</td>
<td>+89%</td>
<td>4.8</td>
<td>2.8</td>
</tr>
<tr>
<td>20–24</td>
<td>21.4</td>
<td>24.2</td>
<td>+13%</td>
<td>3.2</td>
<td>5.5</td>
<td>+72%</td>
<td>6.7</td>
<td>4.4</td>
</tr>
<tr>
<td>25–34</td>
<td>19.6</td>
<td>24.7</td>
<td>+26%</td>
<td>4.3</td>
<td>6.6</td>
<td>+54%</td>
<td>4.6</td>
<td>3.7</td>
</tr>
<tr>
<td>35–44</td>
<td>22.8</td>
<td>25.9</td>
<td>+14%</td>
<td>6.4</td>
<td>8.4</td>
<td>+31%</td>
<td>3.6</td>
<td>3.1</td>
</tr>
<tr>
<td>45–54</td>
<td>22.4</td>
<td>30.1</td>
<td>+34%</td>
<td>6.7</td>
<td>10.7</td>
<td>+60%</td>
<td>3.3</td>
<td>2.8</td>
</tr>
<tr>
<td>55–64</td>
<td>19.4</td>
<td>28.9</td>
<td>+49%</td>
<td>5.4</td>
<td>9.7</td>
<td>+80%</td>
<td>3.6</td>
<td>3.0</td>
</tr>
<tr>
<td>65–74</td>
<td>22.7</td>
<td>26.2</td>
<td>+15%</td>
<td>4.0</td>
<td>5.7</td>
<td>+43%</td>
<td>5.7</td>
<td>4.6</td>
</tr>
<tr>
<td>75–84</td>
<td>38.6</td>
<td>35.2</td>
<td>-9%</td>
<td>4.0</td>
<td>4.6</td>
<td>+15%</td>
<td>9.7</td>
<td>7.7</td>
</tr>
<tr>
<td>85+</td>
<td>57.5</td>
<td>48.2</td>
<td>-16%</td>
<td>4.2</td>
<td>4.2</td>
<td>0%</td>
<td>13.7</td>
<td>11.5</td>
</tr>
<tr>
<td>Overall</td>
<td>17.7</td>
<td>21.1</td>
<td>+19%</td>
<td>4.0</td>
<td>6.0</td>
<td>+50%</td>
<td>4.4</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Note: Overall death rate is age-adjusted.

expectancy gap only to the extent that depression increases the death rate. It is beyond our scope here to explain all gender differences in well-being. However, recent large increases in women’s suicide rates suggest that newly emerging public health conditions may be relatively more detrimental to women than our summary life expectancy measure shows.

Mark Duggan is Wayne and Jodi Cooperman Professor of Economics at Stanford University and Trione Director of the Stanford Institute for Economic Policy Research (SIEPR). He leads the safety net research group at the Stanford Center on Poverty and Inequality. Valerie Scimeca is Research Assistant at SIEPR.

NOTES
1. To calculate life expectancy for a specific year, the National Center for Health Statistics uses all of the age-specific mortality rates for that year. It then “assumes a hypothetical cohort that is subject throughout its lifetime to the age-specific death rates prevailing for the actual population in that year.” See Arias, Elizabeth, Melonie Heron, and Jiaquan Xu. 2017. “United States Life Tables, 2014.” National Vital Statistics Reports 66(4).
2. Conditions like diabetes fall in the middle of this continuum. Diabetes may reduce life expectancy, but it can be associated with a reasonably high quality of life if well managed.
3. During this same period, there was a similar convergence in life expectancy by race. For example, the black-white gap in male life expectancy fell from 8.0 years to 4.7 years, while for females this narrowed from 7.3 to 3.3 years.
4. For females, life expectancy inched up from 81.0 to 81.1 years; for males, it fell slightly from 76.2 to 76.1 years.
5. The median ages among those dying from accidental deaths and from suicides in 2015 were 54 and 48, respectively. In contrast, the median age of death from heart disease and cancer was 81 and 72, respectively, See Murphy, Sherry L., Jiaquan Xu, Kenneth D. Kochanek, Sally C. Curtin, and Elizabeth Arias. 2017. “Deaths: Final Data for 2015.” National Vital Statistics Reports 66(6), Table 6.
6. The 2016 data have not yet been published for more specific causes of death (e.g., poisoning).
7. The Alzheimer’s increase partly reflects individuals living to older ages than previously. Ninety-three percent of decedents in this group were 75 or older in 2010 and 2015.
8. The 2016 data are not yet published by sex.
9. Women accounted for 70 percent of deaths with Alzheimer’s as the primary cause in both 2010 and 2015.
Women’s employment rates, which had been rising since the late 1960s, have generally been stagnant or declining over the past two decades. The declines have been concentrated among less-educated and younger women. Marriage rates are down among those without a college degree, and employment has fallen among men as well as women, meaning that the decline in employment among less-educated women is not due to more of them marrying high-earning men. Many of the same forces that have pushed down the employment rates of men have also hurt the employment rates of women.

Recent Trends
From 2000 to 2017, the employment rate (employment-to-population ratio) among women aged 16 to 64 declined 2.7 percentage points, falling from 67.9 to 65.2 percent. Among men, the drop was 5.2 percentage points, from 80.7 to 75.5 percent. Among both women and men, some of this decline can be attributed to the aging of the population, but a large share is due to declining employment among prime-age and younger workers. The employment rate among men aged 25 to 54 fell 3.6 percentage points over this period, from 89.0 to 85.4 percent. The decline among prime-age women was smaller, but still sizable—a 2.0-percentage-point decline, from 74.2 to 72.2 percent. Declines in employment have been largest for those without a college degree. As shown in Figure 1, this is true for women and men.

Notably, there has been an increase in the employment rate among women aged 55 to 64. As shown in Figure 2, over the past two decades, the employment rate of women in this age group increased 8.0 percentage points, rising from 49.6 percent in 1997 to 57.6 percent in 2017. This increase stands in stark contrast to the mostly stagnant or declining rates of employment among younger women. It is also much larger than the change among men in the same age category.

Factors Affecting the Demand for Workers
Women now comprise roughly half the workforce, and to a large extent, the same forces that have disadvantaged less-educated men in the labor market also have had a punishing effect on the wages and employment rates of less-educated women. Expanded trade with China is one critical demand-side factor that has led to a decrease in employment, concentrated in manufacturing, over this period. The adoption of industrial robots has also driven employment reductions, particularly in the automobile industry. Given the disproportionate representation of men in industries hit especially hard by trade pressures and robots, it is perhaps unsurprising that overall employment declines have been larger for men than for women. This is not to suggest that all of the forces behind declining employment have hit men harder. There is some evidence, for example, that the computerization of some types of routine labor, such as clerical and administrative support tasks, led to a larger net decline in employment among women.
**Raising Women’s Employment**

Women’s employment cannot be fully understood by examining only the changing demand for certain types of workers. The availability of income from other sources (including government social insurance programs) and the costs of working (including income taxes and child care and transportation costs) also affect women’s decisions about whether to work and how much to work. An examination of several of these factors leads us to conclude that changes in supply-side policies could help to raise women’s employment rates.

First, the treatment of families as a combined unit in the U.S. tax code creates an implicit “secondary earner penalty.” That is, the first dollar of earnings by a spouse—or “secondary” earner, which is still often the wife—is taxed at the marginal tax rate of the last dollar earned by the “primary” earner, thereby reducing the take-home pay that many married women would receive from working. This also applies to the Earned Income Tax Credit (EITC), a refundable credit available to tax filing units with low but positive annual earnings. Because the credit is based on pooled family income rather than individual earnings, adding earnings from a second worker in the household will often significantly diminish or eliminate a couple’s tax credit. How could these disincentives in the tax code be addressed? One option would be to introduce a secondary-earner tax deduction that would allow families with two employed members to keep more of their earnings. We would expect the resulting increase in the return to working to raise employment rates among married women.

---

**FIGURE 1. Trends in Women’s and Men’s Employment by Education**

![Graph showing trends in women's and men's employment by education from 1976 to 2016.](chart1)

*Note: Limited to those aged 16–64.*

*Source: IPUMS-CPS. Each value shown is a 12-month average across the January-December Current Population Survey for a given year.*

**FIGURE 2. Trends in Women’s and Men’s Employment by Age**

![Graph showing trends in women's and men's employment by age from 1976 to 2016.](chart2)

*Source: IPUMS-CPS. Each value shown is a 12-month average across the January-December Current Population Survey for a given year.*
Second, as the earnings of lower-wage workers have fallen over recent decades, the challenges associated with arranging and paying for child care may have grown. Rigorous evidence consistently shows that expanded access to free or low-priced child care leads to higher female employment.7

Finally, increased receipt of social security disability insurance benefits has contributed to falling employment rates among women and men.8 There is robust evidence that beneficiaries with less severe medical conditions would have higher employment rates had they not received benefits or had benefit amounts been lower. Policy reforms or initiatives aimed at helping such individuals return to work have the potential to increase employment rates.

Conclusions
After rising steadily for many decades, the overall female employment rate in the United States has been falling since 2000. This decline largely reflects many of the same forces that have negatively affected labor demand for non-college male workers. Still, supply-side hindrances, such as the lack of affordable high-quality child care and the high marginal income tax rates on secondary earners in married-couple households, likely contribute to female employment being lower than would otherwise be the case.

Melissa S. Kearney is Professor of Economics at the University of Maryland. Katharine G. Abraham is Professor of Economics and Survey Methodology at the University of Maryland.

NOTES


A substantial body of work documents the level and evolution of the gender wage gap in the United States. This gap was very large in the 1960s, shrunk significantly in the 1970s and 1980s, has fallen only slightly since the 1990s, and remains fairly high. The median male full-time weekly wage was 162 percent of the median female wage in 1973. It had fallen to 131 percent by 1993 and stood at 123 percent in 2015.

Yet the wage ratio captures only a fraction of the total gender gap in labor earnings. The typical focus on wage differences ignores that women might (a) be less likely to work, (b) work fewer hours, (c) receive fewer fringe benefits, and (d) have lower self-employment income than men. In addition, the surveys that are frequently used to compute gender wage ratios do not capture the top of the earnings distribution well, due to “top coding” (i.e., lumping high values into one top category that cannot be disaggregated) and measurement error. In short, wage ratios miss much of the gender inequality in the labor market, especially among top earners, where gender gaps may be largest.

**A Better Gender Gap Measure**

Given the limitations of survey data, Thomas Piketty, Gabriel Zucman, and I have developed a more comprehensive gender gap measure using individual income tax data. To divide earnings within married couples, we use information from W2 wage earnings forms. We then augment wage earnings with fringe benefits, such as pension contributions and health benefits, to capture the full compensation of employees. Tax data also provide information on self-employment earnings broken down across spouses. We use these data to define an individual’s labor earnings as the sum of wages, salaries, fringe benefits, and self-employment income. This is a comprehensive measure of labor earnings that is consistent with the definition used in National Accounts. We measure labor earnings annually, adjusting for inflation to 2014 dollars using the national income deflator.

**KEY FINDINGS**

- Gender wage gaps, as conventionally measured, understate the extent of gender inequality in the labor market. When gender differences in wages are examined in conjunction with gender differences in labor force participation, fringe benefits, and self-employment income, men’s average labor earnings are 75 percent higher than women’s. Under this fuller accounting, women thus earn 57 cents for each dollar earned by men.

- Although women have come to comprise almost 50 percent of the formal labor market, their representation in top labor income groups has risen very slowly. In the most recent available data, just 16 percent of the top 1 percent of labor income earners are women.

Figure 1 provides a summary of the trend in labor income gender inequality since the 1960s. We take two basic statistics—total labor earnings per man and total labor earnings per woman—and compute the male-to-female ratio of these two averages. These averages are across all men and women aged 20–64, including those not employed (e.g., women and men who are incarcerated or not employed in the formal labor market). Therefore, this ratio captures not only the gender differences in wages among those who work, but also the gender differences in labor force participation, hours of work, fringe benefits, and self-employment income. This is a relevant metric for studying overall labor income inequality between all working-age men and women.

As Figure 1 shows, men’s average labor earnings were 3.7 times women’s in the early 1960s and are now 1.75 times women’s average labor earnings. Or equivalently, women earned only 27 percent of what men were earning in the 1960s. Today, women earn about 57 percent of what men earn.
This comprehensive gender gap is therefore much larger than the gender gap based on wages alone. When all sources of labor income differences are included, the gender gap has halved since the 1960s but is far from disappearing. Additional break downs also show that the gender gap increases with age. Today, young men aged 20–34 earn 1.3 times their female peers; this same ratio reaches almost 2 for adults aged 55–64.

Next, we look at the gender gap at various percentiles of the distribution, looking first at the median, and then at upper percentiles. Figure 2 shows that among the working-age population (again including those who aren’t employed), the difference in median annual labor earnings for men versus women has diminished in recent decades. Two forces are at play. For working-age women, median labor earnings stood above $20,000 in 2014, more than five times the 1962 level. This is largely the result of the much larger share of women now participating in the formal labor market. For working-age men, median labor earnings have stagnated: They were the same in 2014 as in 1964, at about $35,000. Though the median labor income of men grew relatively quickly from 1962 to 1973 and during the 1990s boom, it fell during recessions, effectively erasing all gains. Therefore, the closing of the median gender wage gap is largely driven by the complete stagnation of male median wages in the United States since the early 1970s.

The Top of the Income Ladder

While median wages have stagnated, labor income at the top has surged. Are women catching up with men at the top? Our data show that considerable gender inequalities persist at the top of the distribution. The top line in Figure 3 depicts the fraction of women among all workers in a given year. Notably, women are almost as likely to work as men are today. In the 1960s, women made up just 37 percent of the formal labor market (when both salaried work and self-employment are included). Yet by the early 1990s, women had almost entirely closed the labor force participation gap, with each gender’s share of total employment converging at about 50 percent.

However, as Figure 3 also shows, women are much less represented at the top of the labor income distribution (e.g., the top decile, the top percentile, and the top 0.1%). If there were no additional gender gap near the top, we would expect the fraction of women earners in these top groups to equal women’s overall fraction of the labor market (i.e., about 50%). In the 1960s, women accounted for less than 5 percent of the
top decile, top 1 percent, and top 0.1 percent of labor income earners, while women made up 35 to 40 percent of all earners. Nowadays, they account for close to 27 percent of the top decile (+22 points), but the proportion of women in top groups falls steeply with income. Women make up only about 16 percent of the top 1 percent (+13 points since the 1960s), and 11 percent of the top 0.1 percent (+9 points).

The representation of women at the very top has thus increased only modestly since 1999. The glass ceiling is nowhere close to being shattered. At the pace of progress we have seen since 2000, it would take over a century for women to reach parity in the top 1 percent or the top 0.1 percent, a very long march toward gender equality.

Emmanuel Saez is Professor of Economics and Director of the Center for Equitable Growth at the University of California, Berkeley.
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5. See Piketty et al., forthcoming, for a history of the measurement of national income and its distribution in the National Accounts system.

6. Direct correspondence to Emmanuel Saez, University of California, Department of Economics, 530 Evans Hall #3880, Berkeley, CA 94720.
The purpose of this article is to examine the “gender gap” in poverty. Are women or men more likely to be in poverty? Are women or men more likely to experience the direst forms of poverty? And how are these gender gaps in poverty changing over time?

Because women are more likely than men to be single (custodial) parents, they cannot always work long hours in the formal labor market, which reduces their income and increases their chances of being in poverty. Moreover, because of discrimination and the gender gap in wages, women face further labor market disadvantages that again may raise their poverty rates. But low-educated men face labor market problems of their own. Men bore the brunt of the takeoff in incarceration, which in turn affects their capacity to invest in human capital and subjects them to post-release discrimination and other labor market problems. Additionally, the gender gap in college graduation also favors women, which means that men are now less likely than women to benefit from the protective effect of a college degree.

In this article, we examine long-run trends in both poverty and deep poverty, allowing us to assess how these various forces are playing out. We also provide a more detailed portrait of men’s and women’s economic circumstances in the present day (using data from 2016, the most recent year for which data are available).

**Trends in Poverty**
Throughout our analyses, we will examine official poverty rates for adults who are aged 25 years and older, as doing so ensures that they have had adequate time to complete their education and become attached to the labor force. Because married women and men who live in the same household have the same poverty status, a main source of any gender gap in the poverty rate will be differences in the economic circumstances of women or men who are not married.

**Trends in Deep Poverty**
It is also important to examine the gender gap in more extreme forms of deprivation.\(^1\) Here we examine rates of deep poverty, released by the Census Bureau, defined as those with cash income below half the official poverty threshold.\(^2\) Deep poverty is associated with greater levels of material hardship—particularly food insecurity—than is poverty closer to the poverty threshold.\(^3\)
appears to be more “sticky” as well, in the sense that those experiencing it tend to remain in it for longer spells.\footnote{A recent study indicates that 40 percent of those born into deep poverty land in the bottom quintile of income as adults, compared with 30 percent of those living closer to the official poverty threshold (i.e., those who are poor but not deeply poor).} As Figure 1 shows, women consistently experience higher rates of deep poverty than men, with no evidence of any change in the size of this gap. For women and men alike, deep poverty increases by almost 2 percentage points over the course of the time period covered here, with the result that the gap itself remained largely unchanged.

Other Measures of Poverty

Next we recalculate the gender gap under an additional suite of poverty measures. Thus far we have considered two gradations of poverty under the official poverty threshold, but we have not considered categories that, although above the official threshold, might still entail economic hardship.\footnote{In Figure 2, we show how women and men fare across the income distribution by introducing new categories pertaining to near poverty (100%–125% of the official poverty threshold), low income (125%–200% of the official poverty threshold), and four other higher multiples of the official poverty level.} We find that for each of the four lowest income categories, the share for women is consistently higher than the corresponding share for men. Although we have already documented this result for the deep and regular poverty categories, Figure 2 reveals that there’s also a larger share of women than men in the near-poor category (i.e., 4.1% versus 3.3%) and in the low-income category (i.e., 12.5% versus 10.9%). The share of women and men is roughly the same in the next-highest category (i.e., 200%–300% of the official poverty threshold). In all three of the highest categories, there are, by contrast, substantially higher shares for men than for women. This result demonstrates that women consistently experience more hardship than men across the many gradations of hardship.

Are these results in part an artifact of the way in which official poverty is measured? The Official Poverty Measure (OPM) treats the family unit as those related by blood or marriage, yet we know that unmarried partners are increasingly cohabiting. If a single mother lives with an unmarried partner who has a good job, his (or her) income will not count in the single mother’s family income for the purpose of determining poverty. In addition, much of the safety net comes in the form of in-kind transfers and refundable tax credits, also
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\caption{Poverty and Deep Poverty by Gender, 1968–2016}
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\caption{Poverty Level by Gender, 2016}
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\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|}
\hline
 & Women & Men \\
\hline
Official Poverty Measure & 12.1 & 8.6 \\
Supplemental Poverty Measure & 13.9 & 11.7 \\
Food Insecurity & 11.1 & 9.6 \\
\hline
\end{tabular}
\caption{Measures of Economic Need by Gender, 2016}
\end{table}

Note: Limited to those aged 25 years and older. Food insecurity includes those who reported low or very low food security. Analyses are weighted to adjust for sampling.
not included in OPM calculations, and much of this aid targets single mothers. Recently, the Census Bureau began to release estimates using the Supplemental Poverty Measure (SPM), which counts income from non-married partners and adds resources from non-cash and post-tax transfers. We can thus use the SPM to determine whether the gender gap is attributable to these features of the OPM.

In Table 1, we report official and supplemental poverty rates for men and women from 2016. We find that for both measures, women have higher rates of poverty than men. However, the gap is smaller under the SPM. While women have 1.4 times the poverty rate of men under the OPM, they have only 1.2 times the poverty rate of men under the SPM.

Which is more reflective of hardship? The household food insecurity rate is offered as a partial test. This measure, which is taken from the Current Population Survey Food Security Supplement in December, covers roughly the same time period as poverty estimates. We find that women have a household food insecurity rate that is about 1.2 times that of men, a ratio that is in line with the SPM ratio. This result might lead one to prefer an SPM-based measure of the gender gap, insofar as one is obliged to rely on any single measure, although it is also possible that women are more successfully buffered against food hardship in particular through greater access to the Supplemental Nutrition Assistance Program and other nutrition assistance programs.

**Conclusions**

Across a series of indicators, we find that women have higher rates of poverty and hardship than men, although the degree of the disparity varies. This result holds for measures of deep poverty, regular poverty, near poverty, and our low-income category. It holds for measures of official and supplemental poverty alike (although the gap is smaller under a supplemental poverty measure). And it holds for a household food insecurity measure.

There is, however, one domain in which it surely does not hold. Because we have relied on household survey data, we have not been able to include institutionalized populations, including those who are incarcerated or in homeless shelters. Although our results suggest that rates of “non-institutionalized hardship” are higher for women than men, it is well documented that rates of “institutionalized hardship” (in the form of incarceration or residing in a homeless shelter) are higher for men than for women. This latter result, a very important one, reveals that men and women vary in the way in which hardship is experienced.

H. Luke Shaefer is Associate Professor of Social Work and Public Policy and Director of Poverty Solutions at the University of Michigan. Marybeth Mattingly is Research Consultant at the Stanford Center on Poverty and Inequality (CPI). Kathryn Edin is Professor of Sociology and Public Affairs at Princeton University. She leads the poverty research group at the CPI.
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**NOTES**

1. There is a growing body of research, for example, on those living on cash incomes below $2 per person per day. See Edin, Kathryn J., and H. Luke Shaefer. 2015. $2 a Day: Living on Almost Nothing in America. Boston, MA: Houghton Mifflin Harcourt.


5. Cuddy et al., 2015.


7. See https://www.census.gov/content/dam/Census/library/publications/2017/demo/p60-261.pdf for a discussion of all differences between the SPM and OPM.
It is well established that women are more likely than men to be in poverty. The purpose of this article is to examine whether the U.S. safety net is adequately responding to this disparity.

We consider the extent to which the safety net reaches disadvantaged Americans via four key social insurance programs: public health insurance, the Earned Income Tax Credit (EITC), food stamps, and cash assistance. We examine the gender differences in benefit receipt that emerge due to safety net targeting toward children, and we also assess whether men or women are more likely to receive program benefits when their custodial parent status is the same.

Because public policy is still shaped by the norm that women should care for children, women have greater eligibility for these safety net programs than men. Moreover, remaining gender differences suggest that men, even when they are eligible for benefits, face greater obstacles in accessing the safety net. Although most of the research on gender inequalities underscores the special obstacles faced by women, this is an important zone in which men may face greater obstacles, though the hurdles for women are also often substantial.

U.S. Safety Net Reach by Gender

Not all poor households receive safety net benefits. Figure 1 displays the share of poor households reporting receipt of public health insurance, EITC, food stamps, and cash assistance in 2016, both overall and by family type. Men in poor households are less likely (58%) than such women (73%) to report receipt of public health insurance (i.e., Medicaid, State Children’s Health Insurance Program [SCHIP], or Medicare). There are similar gender differences in food stamp receipt: Nearly half of poor women (49%) received Supplemental Nutrition Assistance Program (i.e., SNAP or “food stamp”) benefits in 2016, while just a third of poor men (34%) did. Among those households that did receive SNAP benefits, men and women reported roughly equivalent annual benefit amounts. In contrast, although women and men receive the EITC at similar rates, the median annual benefit for women is somewhat greater ($3,150) than for men ($2,400).

Cash assistance is not widely available in the United States. The number of recipients in the main cash assistance program, Temporary Assistance for Needy Families (TANF), has steadily declined in the two decades since the last round of welfare reform, which added work requirements and lifetime limits on eligibility. Although poor women are almost five times more likely to receive cash assistance than poor men, assistance rates are very low across the board. Just 5.7 percent of poor women’s households and 1.2 percent of poor men’s households receive any cash assistance. Among the few women who do receive cash assistance, the amount of income support is high relative to other major safety net programs. As shown in Table 1, the median cash assistance amount rivals or exceeds the median benefit value of EITC and SNAP. Because spouses residing in the same household have the same observed benefit levels, observed differences in safety net receipt are driven by those who are not married.

We cannot examine in this short article the substantial variation—by region, state, and rural/urban status—in the reach of the U.S. safety net. If we were to do so, the picture of the safety net would be considerably more complex. As one
TABLE 1: Median Amount That Poor Men and Women Received in Safety Net Benefits in 2016, by Major Program and Family Type

<table>
<thead>
<tr>
<th>Program</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food Stamps</td>
<td>$2,160</td>
<td>$2,400</td>
</tr>
<tr>
<td>EITC</td>
<td>$2,400</td>
<td>$3,150</td>
</tr>
<tr>
<td>Cash Assistance</td>
<td>$2,160</td>
<td>$2,439</td>
</tr>
<tr>
<td><strong>Single with Children</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food Stamps</td>
<td>$3,180</td>
<td>$3,912</td>
</tr>
<tr>
<td>EITC</td>
<td>$3,359</td>
<td>$3,359</td>
</tr>
<tr>
<td>Cash Assistance</td>
<td>$2,832</td>
<td>$2,527</td>
</tr>
<tr>
<td><strong>Single without Children</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Food Stamps</td>
<td>$1,584</td>
<td>$1,632</td>
</tr>
<tr>
<td>EITC</td>
<td>$338</td>
<td>$338</td>
</tr>
<tr>
<td>Cash Assistance</td>
<td>$1,326</td>
<td>$2,244</td>
</tr>
</tbody>
</table>

Note: We present household figures based on self-reported income and benefit receipt data in the Annual Social and Economic Supplement to the Current Population Survey, which covers EITC, food stamp, and cash assistance benefit levels. Dollar values are not available for public health insurance.
example, recent longitudinal ethnographic research suggests that TANF cash assistance receipt is particularly low among poor rural mothers.²

Sources of Gender Differences in the Safety Net’s Reach

What accounts for gender differences in the safety net’s reach? The most important source is family type. As Figure 2 shows, 37 percent of poor women are single mothers, while only 11 percent of poor men are single fathers. This matters because single parents are especially vulnerable and thus targeted by U.S. safety net policies. Since women are more often single parents than men, it is not surprising to find overall gender differences in safety net receipt.

But these gender differences in single parenthood are not the complete story. Figure 1 also shows that single fathers access the safety net at lower rates than single mothers (except in the case of the EITC).

Why do single fathers receive safety net benefits less often than similarly situated single mothers? In understanding this result, it’s relevant that safety net use is deeply stigmatized, with many who are eligible often forgoing benefit receipt. Many find the process of applying for aid demeaning and at times forego needed benefits rather than submit to a process that strips away dignity. These considerations of dignity may figure especially prominently for men because they’re expected to be “breadwinners.” Moreover, when men do apply for benefits, they may face more resistance (or less help) from caseworkers because men who do not fulfill breadwinning expectations are seen as undeserving.

These gendered forms of stigmatization are likely not the only causes at play. Men may also have less access to information about safety net programs, because unlike women, men may not talk as much to each other about benefits. Men also face eligibility obstacles. They are often less needy than similarly situated women: Men, even at low incomes, have higher average pay than women.³ Additionally, ethnographic research shows that fathers sometimes take unofficial custody of children when mothers are unable to care for them, perhaps because of a drug problem, but do not seek aid so that the mother will retain her benefits.⁴

It is also relevant that poor men are more likely than poor women to be incarcerated. When these men exit the criminal justice system, they face difficulties finding work and are often dependent on a girlfriend or mother for housing.⁵ The precarious nature of their living arrangements can preclude them from seeking aid, either because they do not have a permanent address, or because insofar as the man’s presence in the household becomes known, it can disrupt existing flows of aid to other members of the household.⁶

Conclusions

Given that women more often care for children, it’s hardly surprising that they’re more likely to engage with the safety net, as it understandably prioritizes the support of children. This simple result, as important as it is, is not our main takeaway.

The main takeaway from our analysis, instead, is that among men who do care for children as single fathers, safety net engagement is lower than among poor single mothers. Qualitative research shows the obstacles to engaging with the safety net for single fathers are often greater than those for similarly situated women. Although some of these obstacles are rooted in differences in eligibility and could thus be straightforwardly addressed, others rest on gender norms and other cultural differences that especially stigmatize safety net use among men.

Linda M. Burton is Director of the Center for Child and Family Policy at Duke University. Marybeth Mattingly is Research Consultant and Juan Pedroza is Graduate Research Fellow at the Stanford Center on Poverty and Inequality (CPI). Whitney Welsh is Research Scientist at Duke University. Linda Burton and Marybeth Mattingly lead the race, ethnicity, and immigration research group at the CPI.

Note: Universe limited to civilian heads of household living below the official poverty line, including nonfamily householders. Married householders with no spouse present (less than 2% of the total poor population) are excluded.

Source: IPUMS-CPS.
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In this article, we describe trends in and patterns of occupational segregation and discuss their implications for the gender gap in wages, an especially important form of inequality. We take on four questions in turn: Is the U.S. occupational structure deeply segregated by gender? Is segregation declining? Which occupations are most segregated? And is the gender gap in wages driven mainly by occupational segregation?

How Much Segregation Is There?
In the United States and all late-industrial societies, the division of labor is expressed through occupations, each of which is a bundle of tasks and roles tagged with such familiar labels as doctor, lawyer, computer programmer, teacher, nurse, carpenter, plumber, and so on. Because occupations are a source of identity and determine access to a wide range of economic and noneconomic rewards, it is important to ask whether women and men typically end up in the same ones. In other words, is there much occupational segregation?

In a hypothetical world with no occupational segregation, we might expect about 48 percent of workers in every occupation to be women, because about 48 percent of paid workers are women. This expectation is wildly off the mark. In reality, occupations vary enormously in the share of workers who are women, ranging from about 3.5 percent in occupations such as home appliance repairers to 95 percent in occupations such as secretaries and child care workers. This is a simple—but profound—form of gender inequality that is too often seen as natural or inevitable.

As of 2016, about half of women would need to shift into a new occupation to eliminate all occupational segregation by gender. This hypothetical desegregation effort could occur if 49 percent of women moved out of their current female-dominated occupations and into male-dominated occupations. Alternatively, 49 percent of men could move from male- to female-dominated occupations, or about a quarter of women and a quarter of men could switch to occupations not dominated by their own gender. In technical terms, this degree of occupational segregation can be expressed by the index of dissimilarity $D$, which in 2016 was 0.49, or equivalently 49 percent.

Levels of gender segregation also vary by race. Hispanic women are slightly more segregated from Hispanic men ($D=51\%$) than white women are from white men ($D=50\%$). Black women ($D=47\%$) and Asian women ($D=39\%$) are somewhat less segregated from black and Asian men, respectively. The relative “success” of black women on this measure is due in part to the extreme disadvantage faced by black men. That is, because black men are so profoundly underrepresented in managerial and other desirable occupations, it’s easier for women to “catch up” to them. If instead white men are used as the reference category, then black and Hispanic women have the highest levels of segregation ($D=54\%$), while white and Asian women have the lowest levels ($D=50\%$).

Trends in Segregation
To put current levels of segregation in context, Figure 1 presents trends in occupational segregation from 1950 through 2016. Between 1950 and 1970, segregation increased overall, although not for black or Hispanic workers. This is likely
a continuation of the resegregation of the labor force after World War II. Segregation declined by 13 percentage points in the 20 years between 1970 and 1990, but by only 3 percentage points over the next 20 years, with some variation by race. In the post-recession era, integration shows signs of increasing, but at nowhere near the pace of the 1970s and 1980s. If the average annual rates of change since 1970 were to continue, it would take 150 years to reach full integration; if post-2000 rates continued, it would take 320 years.

Why have rates of segregation remained so high? One answer lies in the resistance of female-dominated occupations to integration. Their average pay is typically lower, so there is less economic incentive for men to enter them. It’s also less acceptable in American culture for men to aspire to “women’s occupations” than the reverse. Another answer, though, lies in resegregation: When formerly male-dominated occupations begin to integrate, they often pass the point of full integration and continue to feminize (e.g., veterinarians).

**What Occupations Do Men and Women Hold?**
Segregation scholars often differentiate between segregation across occupations that differ in their tasks (“horizontal segregation”) and segregation across occupations that differ on some ordered criterion, such as pay (“vertical segregation”). Both forms of segregation are very common. Most child care workers are women, and most bus drivers are men, but the pay of child care workers and bus drivers is about the same. This, then, is a form of horizontal segregation. “Glass ceilings,” by contrast, are a form of vertical segregation in which men hold the positions in a company with the highest pay, most authority, greatest chances for promotion, and so on.

Figure 2 graphs the percentage of women in different occupations in 2015 and 2016. In this figure, detailed occupations (e.g., lawyer, carpenter) are grouped into big categories such as professional, managerial, or craft occupations.

Horizontal segregation often takes the form of women disproportionately working in occupations that emphasize non-manual skills and men disproportionately working in those that emphasize manual skills. For example, women constitute 73 percent of workers in clerical occupations, but less than 4 percent of workers in craft occupations. Horizontal segregation also occurs within major groups such as the professions, where women are more likely to work in occupations that are “people-oriented” rather than “object-oriented.”

---

**FIGURE 1. Trends in Occupational Segregation by Race, 1950–2016**

**FIGURE 2. Women’s Share of the Workforce by Major Occupation Groups, 2015–2016**

Source: Figures 1–2 are based on authors’ analysis of IPUMS Census and American Community Survey data.
Vertical segregation is also very strong. As the percentage of women in an occupation increases, the median wages of that occupation decrease \( r = -0.21 \), across all 474 detailed occupations that are coded in the census data. This negative correlation is stronger in sales \( r = -0.89 \), production \( r = -0.67 \), and “other professional and technician” occupations \( r = -0.62 \), weaker \( r = -0.07 \) in craft occupations (where there is little variability in the percentage of women), and slightly positive in farming and clerical occupations \( r = 0.05 \) in both. Overall, only 20 percent of American women work in occupations where women’s median hourly wage is at least 95 percent of men’s median hourly wage. Only 5 percent work in occupations where women’s mean wage is at least 95 percent of men’s mean wage.\(^8\)

**Why Does Occupational Segregation Matter?**

Segregation is of interest in its own right as an indicator of inequality, but it’s also a key source of other forms of inequality, such as the gender gap in wages. In 2016, a college-educated white woman with average experience who works 40 hours a week has a predicted hourly wage of $5.00 less (about 10%) than a white man with similar attributes.\(^9\) This gap decreases to $4.10 after adjusting for between-occupation pay differences, implying that occupations “explain” about 18 percent of the human capital-adjusted gender gap in wages. The share varies by race and is sensitive to the other covariates included in the model, but it is typically greater than the shares due to education or experience.\(^10\)

It follows that as occupational segregation declines, so too does the gender gap in wages. But the gap-reducing effects of desegregation have been countered by gap-increasing changes in occupational wages. Even though women have entered many professional and managerial occupations, the wage disparities between “male” and “female” occupations have also grown since the 1970s, muting the effect of integration on the gender wage gap.\(^11\)

**Conclusions**

Occupational segregation is the result of “push” and “pull” factors rooted in social interaction and social structure. These factors include discrimination against women or mothers, gender-specific socialization, gender-linked abilities, cultural beliefs about men and women’s competence and double standards of evaluation, the household division of labor, workplace experiences (e.g., sexual harassment), government policies that prohibit within-job discrimination but allow disparate pay for comparably skilled jobs, and work-family policies.

One lesson can be drawn from this literature: Any serious effort to understand gender inequality in labor market outcomes, including wages, cannot simply “control away” occupations. We cannot, for example, take the very low share of women among Silicon Valley computer engineers as a given, and only ask whether women are paid less than men once they become computer engineers. These within-occupation pay inequalities are important, but so too are the social processes that lead to segregation, and in particular vertical segregation, in the first place. If the goal is to reduce gender inequality in wages, we need to develop better policy that alleviates occupational segregation itself, not just within-occupation pay differentials.

---

\(^8\) Why Does Occupational Segregation Matter?

\(^9\) Why Does Occupational Segregation Matter?

\(^10\) Why Does Occupational Segregation Matter?

\(^11\) Why Does Occupational Segregation Matter?
NOTES


2. Segregation among American Indians/Native Alaskans and “other races” isn’t presented because of small sample sizes, but these groups are included in race-pooled estimates. Races are mutually exclusive, and imputed (from ancestry and other covariates) in censuses collected before that racial group (e.g., Asian) was explicitly included in the race

3. In constructing Figure 1, we calculated D using the occupation scheme with which the data were originally collected. We obtained similar trends when we harmonized occupations to the 2010 and 1990 schemes.


8. The disparity is greater for mean than for median wages because means are pulled up by especially high earners, most of whom are men.

9. We find similar results in models of logged wages but present “raw” results because they are easier to interpret.


Recent events from Silicon Valley, Hollywood, and beyond have made it clear that gender continues to shape opportunities in the world of work. If the study of gender inequality at work was once a largely academic pursuit, it is anything but that now.

While gender affects employment outcomes in many ways, an important mechanism through which gender inequalities emerge is discrimination. Gender discrimination can occur in schools and educational environments, consumer markets, the health care system, and other institutional domains. Due to the central role of employment in shaping economic security and financial well-being, this article presents evidence on gender discrimination in employment and specifically on discrimination at the point of hire. There are two main reasons for emphasizing hiring: (1) obtaining a job is an early and key component in the employment process, and (2) the research methods for documenting hiring discrimination are well developed and relatively straightforward to deploy. However, it is important to note that gender discrimination emerges throughout the employment process, from wage setting to promotions and beyond.

**Definition and Measurement**

Gender discrimination is usually conceptualized as the differential treatment of a person (or group) due to their gender. In other words, a woman experiences discrimination during the hiring process when she’s passed over for a man even though she has equal skills, educational credentials, underlying ability, experience, or other attributes and endowments that imply equivalent expected productivity. By this definition, discrimination is about behaviors rather than attitudes, beliefs, or ideologies.

This conceptualization of gender discrimination has two important implications. First, it can be difficult to observe, as researchers aren’t usually present at the moment of hire, nor do they have access to the information governing hiring decisions. Because discrimination is a behavior that occurs when someone on the demand side of the labor market (e.g., employer, manager, hiring agent) treats someone on the supply side of the labor market (e.g., job applicant, employee) differently, it can be difficult for researchers to observe this behavior at the moment it occurs.

Second, even if a researcher could effectively become a “fly on the wall” at the moment when callbacks were being decided upon, discrimination would still be difficult to detect. After all, job applicants and employees are rarely identical. Indeed, they often differ along many axes. The mere differential treatment of two job applicants who also differ by gender does not necessarily mean that discrimination is at play.

To address this set of methodological issues, scholars often use field-experimental techniques, sometimes referred to as audit studies. These studies typically send fictitious job applications for real job openings, randomize the gender of the job applicant (often using names), and then track employ-
ers’ positive responses to each applicant (often referred to as “callbacks”). Because everything except the gender of the applicant is held constant, any gender difference in employers’ responses to applicants is interpreted as evidence of discrimination.

These experimental designs provide researchers with a direct lens into the treatment of job applicants. Additionally, this approach gives researchers control over the characteristics of the applicants, thus allowing them to more plausibly ensure that any differential treatment that emerges is due to the characteristic of interest—gender, in our case—rather than some other confounding factor, such as skill or experience.

**Key Findings on Gender Discrimination in Hiring**

There is a growing body of field-experimental evidence on gender discrimination in hiring in the United States. This evidence points to the deep and persistent consequences that gender discrimination has for employment outcomes.

It is not the case, however, that all types of women are disadvantaged or that they’re disadvantaged to the same extent at the early moments of the hiring process. Rather, the average “gender effect” hides significant complexity, and recent research highlights how gender works with other applicant characteristics and contextual forces to produce disparate outcomes. At the individual level, gender intersects with an applicant’s parental status, social class background, and prior employment history to affect the likelihood of receiving a callback for a job. These three key results, which are summarized in Figure 1, are central to our current understanding of gender discrimination in hiring. Although there are of course other important forces at work, especially race and ethnicity, the discussion below focuses on three key forces that reveal how differential perceptions of worker commitment can drive some types of discrimination.

**Parental Status:** Figure 1 reveals, first, that the effects of gender vary by parental status. These estimates—derived from the research of Shelley Correll, Stephen Benard, and In Paik—demonstrate that women face a penalty when they have children, with callback rates declining from 6.6 percent for women who are not parents to 3.1 percent for women who are. On the other hand, fathers do not face a callback penalty relative to childless men. If anything, there’s a benefit to parenthood among men (although this difference is not statistically significant). This research also suggests that the motherhood penalty exists largely because mothers are perceived as being less committed and less competent.

**FIGURE 1. Callback Rates by Gender and Other Applicant Characteristics**

<table>
<thead>
<tr>
<th>Callback Rate</th>
<th>Non-Parent Men</th>
<th>Parent Men (Fathers)</th>
<th>Non-Parent Women</th>
<th>Parent Women (Mothers)</th>
<th>Higher-Class Men</th>
<th>Lower-Class Men</th>
<th>Higher-Class Women</th>
<th>Lower-Class Women</th>
<th>Full-Time Men</th>
<th>Part-Time Men</th>
<th>Full-Time Women</th>
<th>Part-Time Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correll et al., 2007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rivera and Tícsik, 2016</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Comparisons within each study provide information about how gender and other characteristics intersect to produce callback rates. Caution is encouraged when comparing callback rates across studies, given the different timing and approach used for each data collection effort. Additional details about the design and implementation of each study can be found in the relevant articles.

Source: Callback rates are drawn from the three studies noted in the figure (with full citations in the notes section).
Social Class: Social class may also affect male and female applicants differently. One study of the legal labor market—conducted by Lauren Rivera and András Tilcsik—found that male applicants benefit heavily from signals that indicate higher social class origins (e.g., participation in certain elite sports, such as sailing and polo), but female applicants do not. It appears that women with higher-class signals on their resume are penalized due to concerns about their commitment to intensive careers. The callback rate for higher-class men (16.3%) was found to be more than four times greater than that for higher-class women (3.8%).

Employment History: Hiring outcomes are also affected by the intersection of gender with nonstandard or mismatched employment histories. In my own research, I have shown that for men, a history of part-time employment—a type of work that is highly feminized in the United States—has severe negative consequences in the job application process. Indeed, employers treat men with part-time employment histories as negatively as they treat men who have experienced long-term unemployment. However, women with part-time employment histories are not penalized compared with women who have remained in full-time jobs. A complementary survey experiment finds that men may experience a penalty for part-time work because they are perceived as less committed.

The foregoing results pertain to the interaction of gender with individual-level attributes. What does audit study research tell us about the additional and complementary effects of contextual forces (where “contextual forces” pertain to features of the environment in which the individual finds herself)? Research in this area reveals that gender discrimination is sensitive to the circumstances surrounding the job application. The evidence suggests, for example, that gender discrimination varies across such job characteristics as (a) status (i.e., professional-oriented versus working-class jobs), (b) gender composition, and (c) gender-typing.

It will not be possible in this short piece to review this literature comprehensively. It bears noting, however, that some of the relevant research brings in several of these contextual factors at once. One recent study—conducted by Jill Yavorsky—found, for example, that women experience discrimination when applying for male-dominated working-class jobs. Men, however, experience discrimination when applying for female-dominated jobs, regardless of the status of the position. This study also uncovers variation in the treatment of men and women applicants depending on the gender-typing of the job (as measured by the masculine and feminine language used in the job postings to which the fictitious applications were submitted). Thus, the context of evaluation plays an important role in shaping the emergence of gender discrimination.

Conclusions
Is there anything that unifies these seemingly disparate results? There indeed is. Across studies, perceptions of applicant commitment appear to be highly relevant in understanding why gender discrimination is likely to emerge. Why, for example, might men benefit from being fathers while women are penalized for being mothers? One likely explanation is that employers worry that mothers will be less committed workers (whereas fathers, not being as burdened by domestic duties, can still be highly committed). Why are men, more so than women, penalized for a history of part-time employment? It’s likely because men’s part-time employment, unlike women’s, implies an atypical work profile that calls into question their commitment to work. It follows that interventions aimed at shifting attributions about commitment might prove successful.

Future research should examine how gender discrimination varies by the policies, practices, and demographic composition of workplace organizations. How might increasing women’s representation in leadership positions affect hiring discrimination? How might the use of new technologies during the hiring process exacerbate or mitigate gender discrimination? How can backlash be avoided as companies attempt to correct for long-standing discriminatory practices? By taking on these questions and thus deepening our understanding of the underlying processes that drive discrimination, we will be better able to design interventions to prevent gender discrimination in the future.

David S. Pedulla is Assistant Professor of Sociology at Stanford University. He leads the discrimination research group at the Stanford Center on Poverty and Inequality.
NOTES

1. For additional details and resources regarding audit studies, see www.auditstudies.com.


Workplace sexual harassment has been around for as long as workplaces themselves, though social and legal recognition of the phenomenon is scarcely a half-century old. Public discussion of sexual harassment as a problem emerged in the 1970s, amid rising women’s workforce participation and burgeoning feminist consciousness, and it was only in 1986, in *Meritot Savings Bank v. Vinson*, that the United States Supreme Court established sexual harassment as a form of sex discrimination under Title VII of the Civil Rights Act.

Given recent heightened interest in sexual harassment, it is especially important to review what’s known—and not known—about its prevalence, causes and costs, and policies to reduce it. We take on each of these issues in turn.

**Prevalence**

Although any worker may be targeted, women are subjected to the most frequent and severe forms of sexual harassment. In 2016, the U.S. Equal Employment Opportunity Commission (EEOC) received 6,758 complaints of sexual harassment, representing only a small fraction of those harassed.¹ Survey research finds a much higher prevalence of harassing behaviors, with as many as 85 percent of women reporting behaviors such as unwanted touching, leering, and offensive sexual joking at work.²

The General Social Survey (GSS), asking direct single-item questions, finds that 4 to 7 percent of female workers and about 1 to 3 percent of male workers experience sexual harassment in a given year, indicating much higher rates than the number of EEOC complaints would suggest.³ More generally, about 19 percent of women and 16 percent of men reported some kind of harassment at work over the past five years (including bullying or abuse) in the 2016 GSS. In our study, approximately 33 percent of women and 14 percent of men (see Figure 1) had experienced behavior at work that they defined as sexual harassment (by age 25 to 26).⁴

---

**KEY FINDINGS**

- By age 25 to 26, one in three women and one in seven men experience behavior at work that they define as sexual harassment.
- Very few women file lawsuits in response to sexual harassment. But women who experience harassment are 6.5 times more likely than women who are not harassed to change jobs within two years.

**Predictors**

Women supervisors are significantly more likely than other women to be sexually harassed, a finding that complicates popular narratives of powerful men preying on less powerful women.⁵ Harassers appear to target women in positions of authority because their status challenges traditional gender norms. Men, too, may be harassed for not fitting conventional notions of heterosexual masculinity. Men who espouse egalitarian gender beliefs, for example, are more likely than other men to report harassment.⁶

Age, race, and gender expression are also linked to sexual harassment. Relative to the general population, those who identify as LGBT generally report higher rates of sexual harassment (about 7% per year) and general harassment (about 25% over the past five years in the 2016 General Social Survey). Perceptions of what “counts” as harassment also vary by age, and many workers reinterpret past experiences as they get older.⁷ Adults are more likely than adolescent workers to experience “core markers” of harassment, such as unwanted touching and violations of personal space.⁸ In addition, stereotypes about black women shape both the kind of harassment they experience and others’ responses to their experiences.⁹ As Kimberle Crenshaw pointed out long ago, it is hardly accidental that controversial black entertainers have been received very differently than their controversial white analogues. Research also suggests...
that men whose gender expressions are not heteronormative are more likely to report harassment than those who are more stereotypically masculine.¹⁰

Targets of harassment appear to be selected in part because they are least likely to report their experience.¹¹ Indeed, most harassment goes unreported. As shown in Figure 2, we found that nearly one-third of women who experienced unwanted touching and/or multiple harassing behaviors told no one about their experience, and only 3 percent filed a lawsuit. Although the #MeToo movement has almost certainly changed reporting behavior, it is not yet known whether its effects have substantially raised reporting rates for rank-and-file cases as well as high-profile ones.

**Costs**

Although few women file lawsuits, 80 percent of the harassed women in our study changed jobs within two years, at presumably high cost for workers and employers alike. Women who experience harassment are 6.5 times more likely than women who are not harassed to change jobs.¹² This rate stays roughly the same even after accounting for other factors—such as the birth of a child—that sometimes lead to job change (and might be confounded with harassment).

In addition to changing jobs, many women change industries or reduce their hours after harassment. Sexually harassed women report significantly greater financial stress two years after the harassment than those who are not harassed. In many cases, workers who stand up against harmful environ-
ments and remain in their jobs also face ostracism and career stagnation, whether they are harassed themselves or acting on behalf of colleagues.

Sexual harassment brings physical and psychological consequences too, including sleep problems, increased risk of anxiety, depression, and post-traumatic stress disorder. Harassed individuals also report diminished self-esteem, self-confidence, and psychological well-being. These depressive symptoms often persist for many years after harassment has occurred. Effects may also accumulate over time, as early targets are more likely than non-targets to be harassed again later in life.

The high costs of sexual harassment extend beyond those who are harassed. Employers face reduced employee job satisfaction and organizational commitment, increased absenteeism and work withdrawal, and deteriorating relationships among coworkers. The EEOC reports that sexual harassment charges filed with them in 2016 cost organizations and harassers $40.7 million, in addition to monetary damages awarded through litigation.

**Prevention and Control**

When sexual harassment is ignored or pushes women out of the workplace, the organizational cultures that produce it remain unchallenged. Rather than expecting harassed women to leave, better systems for reporting, preventing, and controlling harassment are needed. Hiring and promoting more women is one proven strategy, as male-dominated environments have been found to foster higher harassment rates. Bystander training may also help by developing a culture in which employees are empowered to promote positive workplace interactions. And serious and repeat harassers must face real sanctions.

The “Silence Breakers” and #MeToo movement of 2017–2018 have brought renewed attention to the issue, but it would be wrong to simply assume that these movements will ultimately be transformative; indeed, previous waves of attention to harassment in 1991 (involving Clarence Thomas and Anita Hill) and 1998 (involving Bill Clinton and Monica Lewinsky) failed to produce lasting change. The key question is whether a full-throated norm cascade has been engendered and whether, in response to that cascade, organizations will recognize the reputational, personnel, and economic costs of harassment and introduce the wholesale culture changes required to reduce its prevalence.

Amy Blackstone is Professor in Sociology and the Margaret Chase Smith Policy Center at the University of Maine. Heather McLaughlin is Assistant Professor of Sociology at Oklahoma State University. Christopher Uggen is Regents Professor and Distinguished McKnight Professor of Sociology, Law, and Public Affairs at the University of Minnesota. The authors contributed equally and are listed alphabetically.
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The quality of one’s life depends, in part, on the people one knows. If one wants a good job, a desirable partner, or a ticket to a sold-out Broadway show, it can help to know the right people. There is a burgeoning research literature showing that one’s social networks can affect an unusually wide range of outcomes. It is thus important to examine whether women and men have networks of different sizes and types. This article will show that, while there are still differences in the types of social ties that make up men’s and women’s networks, some forms of gender difference in social networks are lessening over time. To keep this article tractable, we will confine our attention to face-to-face networks, as they are very important for key life chances and outcomes.

Who Has the Largest Networks?
It is useful to begin with a simple question: Do men have larger networks than women? The answer to this question matters because network size—the number of relationships a person has—is a key measure of one’s “social capital,” or one’s capacity to draw on others for valuable resources, such as information, advice, money, and support. When it comes to the availability of fundamental resources, the number of social ties is a prime indicator of overall network health. There are of course many other network measures, but network size is often strongly correlated with them.

Why might women and men have different-sized networks? Men and women find themselves in different social spheres, so their opportunities to form ties differ.1 In the past, marriage and parenthood reduced women’s workforce participation, thereby limiting their opportunities to come into contact with others. The dramatic increase in women’s workforce participation is a contributing factor in the reduction of gender differences in network size. The magnitude—and suddenness—of this fundamental labor market change shouldn’t be forgotten. In 1950, only 34 percent of all women participated in the workforce, while 86 percent of all men did, a 52-point difference. By contrast, there was only a 12-point difference in 2017, with 57 percent of all women and 69 percent of all men participating in the workforce.2

We should expect gender gaps in network size to become smaller as the gap in workforce participation rates narrows (see Figure 1). This is precisely what we find in the General Social Survey (GSS). In 1985, the GSS began one of the first nationally representative studies of networks by asking people about their “core discussion network,” where this was defined as the people with whom “important matters” were discussed.3 This 1985 survey showed that, with women already in the workforce in large numbers, the size of men’s and women’s networks was statistically indistinguishable.

After 1985, as female workforce participation expanded further, women’s total network size surpassed that of men. Indeed, in every major national survey conducted since 1985, women’s networks have been shown to be larger than men’s.4

Are There Gender Differences in the Types of Ties?
Although women have more ties, do they also have better ones? The available evidence suggests that, while women and men clearly have different types of ties, the main differences in play do not always serve women well. We elaborate on this...
argument by using GSS data to compare the types of close relationships that men have against those that women have.

As Table 1 shows, women have slightly more kin ties than men, a gender gap that’s marginally significant ($p$-value <0.1). The size of the gender gap in kin ties is closing: Whereas the 1985 GSS survey shows that kin figured much more prominently in women’s networks than men’s networks (i.e., 1.50 kin ties for men, 1.81 kin ties for women), the 2010 survey shows that this difference in kin ties is now smaller (i.e., 1.33 kin ties for men, 1.48 kin ties for women). Kin comprise precisely the same proportion of women’s and men’s networks, or 58 percent of all ties.

The second panel of Table 1 reveals other gender differences. Women’s core networks now have more friends than men’s core networks, while men’s core networks still have more coworkers. These gaps are both statistically different.

Is it important that men’s networks include more coworkers? It indeed is. It’s important mainly because work-related relationships can affect the likelihood of finding a job and career success. For example, analysis of the 2010 GSS data suggests that women’s earnings are affected by the size of their coworker network, whereas men’s earnings are not. Coworker relationships are more important to the earnings of women than men, yet these are precisely the networks that women lack. This result has been the impetus for recent efforts to assist women in developing social contacts at work.

But women’s networks also provide some advantages. Although their networks lag behind men’s on the job, they do serve them well in other respects. There is much evidence, for example, that kin and friends can provide valuable social support. It follows that women are advantaged, in some respects, insofar as their networks include more kin and friends.

**Conclusions**

As women streamed into the formal labor force, they gained networks with coworker ties and friends, with the result that their networks grew to be larger in overall size than those of men. This process is nonetheless incomplete. In recent survey data, we find that women haven’t quite caught up with men in the number of coworker ties, a gender gap that can disadvantage women in finding jobs and raising earnings.

But women’s networks provide some advantages as well. We find, for example, that women have a slight edge over men in the number of friendship and kin ties. This provides women with many sources of social support and should be viewed, therefore, as a gender gap that works to the advantage of women. Although we usually think of women’s parallel obligations in the work and domestic spheres as a “double burden,” their strong presence in both spheres ramps up the overall size of their networks.

*Adina D. Sterling is Assistant Professor of Organizational Behavior at the Stanford Graduate School of Business. The author thanks Erin Lyigun for her research assistance.*
NOTES


4. This result shows up, for example, in three waves of the National Social Life, Health, and Aging Project (NSHAP), a population-level study of older Americans conducted in 2005, 2010, and 2015. The NSHAP, which also asks about core discussion networks, reveals that women have, on average, 0.21 to 0.46 more contacts than men. The last and most recent nationally representative study on networks is the Time-Sharing Experiments for the Social Sciences (TESS) in 2016. It also reveals that women have larger core discussion networks than men. See Lee, Byungkyu, and Peter Bearman. 2017. “Important Matters in Political Context.” *Sociological Science* 4, 1–30; Lee, Byungkyu. 2017. Email on October 18, 2017.


The trajectory of women’s social and economic advancement over the last five decades follows an unsettling pattern: rapid progress until the 1990s and then a slowing or stalling in the pace of change.¹

This pattern is revealed in the analyses throughout this issue. It shows up, for example, in patterns of labor force participation among women. Right after World War II, less than one-third of women were in the labor force. Through the 1980s, women’s labor force participation rates rose quickly. But progress started to slow in the 1990s. The number of women employed peaked in 1999 at 60 percent and has since trended downward.² In 2015, 56.7 percent of women were employed.³ The wage gap follows the same pattern of steep decline in the 1980s and a weakening in the pace of progress thereafter.⁴ At a cultural level, even the upward trend in support for gender egalitarianism among men and women appears to have lost some steam.⁵ Thus, despite significant steps forward, such as women moving into male-dominated occupations and women outpacing men in higher education, roadblocks remain on the path to equality.

But why has change stalled out? And what can be done about it?

**Why Has Change Stalled Out?**

A big part of the answer to the first of these two questions is that the major transformations in work and family life that have occurred over the last half century have not been matched by transformations in either public or organizational policy. As women flooded into the labor force (see Figure 1) and as families became more varied and complex, workplace policies stayed the same. Today, over a third of families with children are headed by a single parent, 70 percent of mothers work, and over 42 percent of mothers are the primary breadwinners for their families.⁶ Many women work in low-paid service jobs, and women make up two-thirds of minimum-wage workers.⁷

Policies have not kept pace with these changes. The United States remains the only developed country in the world without either a paid family leave policy⁸ or a paid sick leave policy.⁹ Although many families rely exclusively on a mother for the family’s income, a mother working at a minimum-wage job is especially hard-pressed now to make ends meet. The current federal minimum wage of $7.25 has lost significant purchasing power, such that workers earning minimum wage today are earning 25 percent less, in inflation-adjusted dollars, than their counterparts did almost 50 years ago.¹⁰

This policy failure matters. As economists Francine Blau and Lawrence Kahn have shown, if the United States had adopted very standard policies to support women’s employment, women’s rates of labor force participation would be substantially higher.¹¹ Likewise, sexual harassment remains a pervasive problem and often pushes women to leave their jobs, leading to financial penalties and stymied career paths that set women—and their families—back.

In addition to policy lapses, cultural beliefs and stereotypes are getting in the way of faster social change. Gender essentialism, or the belief that “men and women...
are innately and fundamentally different in interests and skills,” remains widespread and contributes to occupational sex segregation as both employers and individual men and women sort themselves into the “right” gender-conforming roles. Gender stereotypes, the widely shared beliefs about how men and women “are” and “should be,” continue to operate when people interact and differentially affect how men and women are evaluated, often in ways that disadvantage women. Research has shown that, implicitly, people tend to think men are more competent than women, especially in traditionally male domains.

Thus, in evaluative settings, even when men and women have comparable or identical skills and abilities, men can be deemed more worthy of hire than their female counterparts. In these contexts, gender stereotypes function as cognitive shortcuts and influence decision makers’ evaluations in ways that can give male candidates an edge. This error in evaluation is more likely to occur under conditions of ambiguity, such as when decision makers lack clear criteria or guidelines for making evaluations. Gender stereotypes, particularly in regard to competence, mean that women often have to provide more evidence of competence than men to be seen as similarly qualified. That women are held to higher standards than men is a key mechanism reproducing gender inequality and blocking women’s advancement.

While policy efforts to address gender inequality have been limited, those that do exist have focused on addressing the new demographic and economic realities of American families rather than blocking the impact of gender stereotypes. The Family and Medical Insurance Leave Act (paid family leave) and Raise the Wage Act (increase in minimum wage) were designed, for example, to strengthen the economic security of working families. But these proposals have not passed, and the Trump administration has pulled back efforts to close the wage gap by suspending an Obama-era policy that would require larger businesses to report on what they pay employees by race and gender.

A New Way Forward
If federal policy is not likely to be forthcoming in the near future, are there other paths forward? The pattern of inaction at the federal level led then-President Barack Obama to call on states, localities, and the business community to press for change. At the Working Families Summit in 2014, he said, “If Congress will not act, we’re going to need mayors to act. We’ll need governors and state legislators to act. We need CEOs to act.”

This approach has paid off. Indeed, while Congress remains gridlocked on gender and family issues, there are many promising developments at the state and local levels and in private industry. Five states, Washington D.C., and several cities have passed paid family leave policies. Nine states, Washington, D.C., and 32 cities and counties have passed paid sick leave policies. The finance, information, and technology industries are also increasingly supporting paid leave. Indeed, 30 percent or more of employees in these industries have access to paid leave, while overall only 14 percent of all civilian workers do. Many companies and business leaders, from Adobe to Levi Strauss & Co, have even endorsed the Family and Medical Insurance Leave Act, which is a proposal to provide 12 weeks of paid leave each year to qualifying workers for the birth or adoption of a new child, the serious illness of an immediate family member, or a worker’s own medical condition.

States, localities, and businesses have also taken steps to increase pay and ensure fair pay. Twenty-nine states and Washington, D.C., have a minimum wage that is higher than the federal minimum wage, and 40 cities have adopted minimum wages that are higher than their state minimum wage. Many companies have focused more attention on equal pay. One hundred companies signed on to the Equal Pay Pledge that grew out of the Obama administration’s call to action to America’s businesses to close the gender wage gap. By signing on, companies agreed to actions like conducting an annual pay analysis and reducing unconscious bias in hiring and promotion processes.

Outside of government, efforts to level the playing field in organizations have often focused on reducing stereotypic biases. These efforts have taken two main forms: (a)
unconscious or implicit bias training for employees, and (b) formalizing organizational processes that determine how individuals are evaluated for hire, promotion, and compensation. Both approaches have led to some improvements in the hiring and advancement of women, but neither has been the great leveler. Even when these approaches are adopted, gender stereotypes continue to bias evaluations.

For the past five years at the Clayman Institute for Gender Research, we have tested a new “small wins” model of change in several companies where we work with managers to co-develop tools to reduce gender biases. For example, we partnered with the company GoDaddy to develop a “scorecard” for managers to use when they meet to discuss and calibrate employee performance ratings that affect pay and promotion decisions. Developing the scorecard required creating measurable criteria for evaluating employees that were aligned with the company’s values and could be applied consistently across employees. The use of the scorecard produced immediate reductions in the gender gaps previously found in performance ratings. This type of small win, as we have shown, can motivate further actions that lead to larger organizational transformation, such as increased hiring of women. Last year, half of the new engineering graduate hires at GoDaddy were women. This led the New York Times to ask, “If GoDaddy can turn the corner on sexism, who can’t?” The company had previously been known for its sexist television commercials. It is now garnering recognition for its significant progress toward being an employer of choice for women in tech.

Conclusions

Overall, policies to advance gender equality have been uneven and limited. With little chance of passing new federal policies to reduce gender inequality, private industry and state and local governments will need to take the lead in developing and implementing policy innovations. Over time, analysis of these innovations can provide empirically validated insights into the kinds of public policies, approaches, and tools that will jump-start the stalled gender revolution.

Marianne Cooper is a sociologist at the Clayman Institute for Gender Research. Shelley J. Correll is Professor of Sociology at Stanford University and Director of the Clayman Institute. She leads the discrimination research group at the Stanford Center on Poverty and Inequality.
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